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Abstract

Deep neural networks have proved to be extremely useful for several tasks such as
those in computer vision and natural language processing. However, the problem
with these networks is that they typically have large memory and compute require-
ments which makes it difficult to deploy them on small devices such as mobiles and
tablets. Pruning reduces the size of neural networks by removing (‘pruning’) neurons
such that the performance drop is minimal. Traditional pruning approaches focus on
designing metrics to quantify the ’usefulness’ of a neuron. However, designing such
metrics is often quite tedious and suboptimal. Some recent approaches have instead
focused on training auxiliary neural networks to automatically learn how useful each
neuron is in the network we wish to prune. In many cases, we are constrained in the
amount of computational power that we can use. However, these auxiliary networks
often do not take this into account. In this work, we focus on using constrained
reinforcement learning algorithms to train these auxiliary neural networks to respect
pre-defined computational budgets. We also carry out experiments to demonstrate
the effectiveness of our approach.
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Chapter 1

Introduction

Neural networks are mathematical functions inspired by the structure and function

of the human brain. The basic building block of a neural network is a neuron. Each

network has several neurons connected together in different ways. Modern neural

networks, for example, typically have millions (e.g., [42, 15]), and sometimes even

billions (e.g., [12]), of neurons connected to one another. Each neruon-to-neuron con-

nection has a weight associated with it. These weights are usually intialized randomly.

Training a neural network refers to the process of adjusting these weights to achieve

a certain desired output.

Neural networks, in the context of machines, were proposed as early as 1940s [47].

Followup works proved the universal function approximation property of these net-

works [20, 8], which essentially states that neural networks can (under certain mild

assumptions) approximate any function. The ‘backpropogation’ algorithm [38] which

can be used to train these networks was introduced in 1974. However, despite these

theoretical advances, neural networks remained mostly irrelevant because of their

prohitively huge compuational requirements at that time.

Substantial increases in the processing powers of machines over the past two

decades have ushered in a new era of neural networks. Implementing and train-

ing neural networks composed of millions of neruons can now be easily and efficiently

done using graphical processing units (GPUs), which are becoming increasingly af-

fordable. As a result of these advances, neural networks have found their way into
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almost all subjects including mathematics, natural and social sciences, economics,

natural language processing and vision.

However, with these huge advances arise new challenges. One of these major

challenges involves deploying neural networks on cheap hardware, such as mobile

phones and tablets. These devices are usually limited in their processing power and

storage capacities. While neural networks can be trained on GPUs in an offline

manner, many applications require them be deployed on these ‘small’ devices in order

to make decisions in real-time. Since modern neural networks typically have millions

of neurons, they cannot simply be deployed on these devices directly.

One way to solve this problem is to find more efficient architectures for these

networks. Another method, which is the focus of this thesis also, is pruning (see

e.g., [21, 31, 22]). Pruning techniques generally start out with a big neural network

and then iteratively reduce (‘prune away’) the number of its neurons and the con-

nections between them. This then results in a smaller network that can be efficiently

deployed on small devices.

Pruning has acheived surprisingly remarkable results. Even simple pruning tech-

niques have been able to reduce the computational and space complexity of different

neural networks by upto 80% without any significant drop in its performance [4].

These results have naturally raised the following question: can we directly train

smaller networks to achieve the same level of performance of these bigger, deeper

networks instead of first training a bigger network and then pruning it?

Several explanations have been proposed to explain the unreasonable effectiveness

of pruning techniques. The lottery ticket hypothesis [10], for example, argues (with

empitical support) that bigger, deeper neural networks contain subnetworks that are

initialized in such a way that - when when trained in isolation - can almost reach the

same accuracy as that of the original network. This has resulted in several recent

efforts to find these subnetworks before the network’s training begins. This has the

addditional advantage of reducing the cost of training the network.

The goal of pruning is to reduce the computational and space complexity of a

network in such a way that its performance drop is minimal. The extent to which
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a network needs to be pruned can be captured via a budget [28] on some function

of the remaining parameters in the network after pruning. For example, if we wish

to restrict the space complexity of a network to one-half of its original complexity,

then we can choose this function to be the ℓ0 norm and the budget to be one-half

of the original number of parameters. Most pruning techniques, however, ignore this

concept of a budget. These techniques instead simply try to reduce the size of the

network as much as possible such that the resulting drop in performance is below a

certain threshold [28]. This means that the size or the inference time or the number

of flops of the pruned network cannot be controlled directly. Budget-aware pruning

tehcniques on the other hand allow for the budget to be directly controlled. However,

one shortcoming of current budget-aware techniques is that they require the function

on which the budget is being imposed to be either differentiable or fully specified.

This, however, is not always possible when we, for example, want to impose budgets

on metrics such as inference time. The main question, then, is the following: can we

prune neural networks to respect budgets on arbitrary, possibly non-differentiable,

functions? One way to solve this problem is to leverage some recent techniques in

reinforcement learning which can optimize arbitrary non-differentiable functions while

respecting budgets on arbitary non-differentiable functions.

Reinforcement learning is a branch of machine learning in which agents interact

with the environment around them by taking different actions. Each action results

in the agent receiving a reward depending upon how good or bad the action is. The

agent’s goal is to maximize its cumulative reward over a certain period of time. Con-

strained reinforcement learning is an extension of the reinfocement learning problem

in which agents, in addition to the reward, also receive a cost. The agent’s goal is to

maximize its cumulative reward subject to its cumulative cost being less than some

pre-defined threshold. One interesting property here is that neither the reward nor

the cost function need to be differentiable or fully specified. The agent simply needs

to be fed a scalar reward and a scalar cost value each time it takes an action.

In this thesis, we propose a general methodology for pruning neural networks.

Our proposed methodology can prune neural networks to respect specified budgets

15



on arbitrary, possibly non-differentiable, functions. Furthermore, we only assume the

ability to be able to evaluate these functions for different inputs, and hence they

do not need to be fully specified beforehand. Specifically, we formulate the problem

of pruning in the constrained reinforcement learning framework. We also carry out

experiments to demonstrate the effectiveness of our approach.

This thesis is organized as follows: in Chapter 2 we provide an introduction to the

problems of pruning and constrained reinforcement learning. Chapter 3 reviews differ-

ent works in both of these fields. Chapters 4 and 5 present our proposed methodology

and experiments respectively. Finally, Chapter 6 concludes this thesis.
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Chapter 2

Background

This thesis primarily proposes an approach to use algorithms for constrained reinfoce-

ment learning to prune neural networks. This chapter primarily gives an introduction

to both pruning and reinforcement learning.

2.1 Neural Networks

2.1.1 Overview

Artificial neural networks (or simply, neural networks) are a family of functions in

artificial intelligence that are inspired by the strucutre and function of the human

brain [36].

Figure 2-1 shows the building block of the neural network, called a neuron. Here

𝑥 ∈ R𝑚, 𝑤 ∈ R𝑚 and 𝑏 ∈ R are the input, weight and bias of the neuron respectively.

The function 𝑓 : R ↦→ R is known as the activation function and is non-linear in

nature. The output of the neuron is a scalar value denoted with 𝑦.

𝑤,𝑏𝑥 𝑓(𝑤𝑇𝑥+ 𝑏)

Figure 2-1: A single neuron

A neural network is typically composed of many layers. Each layer, in turn, is
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composed of multiple independent neurons. Suppose that a single layer has 𝑚 different

neurons. Figure 2-2 shows an example. Each line represents a connection between

two neurons. Notice that each element in 𝑤 corresponds to a single connection..

𝑥1

𝑥2

𝑥3

...
𝑥𝑛

𝑤1,𝑏1

...
𝑤𝑚,𝑏𝑚

...

Input Hidden
layer

Ouput
layer

Figure 2-2: A neural network with three layers. Each circle represents a neuron with
an associated weight and bias. (Only the weights and biases of the middle layer are
shown.)

Let us now introduce a cleaner notation to deal with neural networks with mul-

tiple layers. Let us stack the weights of the neurons in a layer into a matrix 𝑊 =

[𝑤1, . . . ,𝑤𝑚], the biases into a vector 𝑏 = [𝑏1, . . . , 𝑏𝑚] and the outputs into a vector

𝑦 = [𝑦1, . . . , 𝑦𝑚] where 𝑤𝑖, 𝑏𝑖 and 𝑦𝑖 denote the weight, bias and output of the 𝑖𝑡ℎ

neuron. Note that 𝑊 ∈ R𝑛×𝑚, 𝑏 ∈ R𝑚 and 𝑦 ∈ R𝑚. Using this notation we can

concisely represent a layer of the neural network as 𝑦 = 𝑓(𝑊 𝑇𝑥+𝑏). Note that here

𝑓 acts individually on each of the elements in its input vector. These layers are also

referred to as fully-connected layers

In this thesis, we will sometimes use 𝜃 to refer to all of the neural network’s

parameters.
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2.1.2 Training

Neural networks are function approximators that map inputs 𝑥 ∈ R𝑛 to outputs 𝑦 ∈

R𝑑. Let {(𝑥(𝑖),𝑦(𝑖))}𝑁𝑖=1 denote a set of inputs and desired outputs1. We assume that

each input-output pair is sampled independently and identically from some (unknown)

distribution 𝑝. Our goal is train a neural network, i.e., to find the appropriate weights

and biases, such that the network maps each input 𝑥 ∼ 𝑝 to the correct output 𝑦.

The main challenge here is that for the training process, we only have access to a

limited number of samples from 𝑝, whereas our goal is to have the network map any

𝑥 ∼ 𝑝 to the correct output.

The performance of a neural netwok is usually captured via a loss function, ℒ.

Training a neural network, then, entails finding the optimal parameters 𝜃* that de-

crease the value of ℒ maximally. This is typically done through gradient descent,

which iteratively updates 𝜃 according to

𝜃 := 𝜃 − 𝛼∇𝜃ℒ(𝜃), (2.1)

where 𝛼 is a constant known as the learning rate. Since the input to each layer in the

network depends on the outputs, and hence the weights and biases, of the previous

layers, calculating the gradients involves applying the chain rule. Specifically, the

derivative of ℒ with respect to the weight matrix 𝑊𝑙 at layer 𝑙 is given by

𝜕ℒ
𝜕𝑊𝑙

=
𝜕ℒ
𝜕𝑊𝐿

(︂
𝜕𝑊𝐿

𝜕𝑊𝐿−1

𝜕𝑊𝐿−1

𝜕𝑊𝐿−2

. . .
𝜕𝑊𝑙+1

𝜕𝑊𝑙

)︂
(2.2)

However, since neural networks are non-convex functions, gradient descent often

converges to a local minima. Several variants have been proposed to this vanilla

version of gradient descent to mitigate this problem (see [37] for an overview).

1We restirct ourselves to the so-called supervised learning setting where the outputs are known.
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2.1.3 Convolutional Neural Networks

Convolutional neural networks [25] are neural networks that are composed of convo-

lutional layers (and optionally, fully connected layers). The inputs and outputs of

a convolutional layer are usually tensors of rank 3. Let 𝑥 ∈ Rℎ×𝑤×𝑐 be the input.

For an image, ℎ and 𝑤 would be its height and width respectively and 𝑐 will be the

number of color channels (usually three, corresponding to red, green and blue). Each

convolutional layer 𝑙 has 𝐿𝑙 associated filters. Each filter 𝐹𝑙 ∈ Rℎ′
𝑙×𝑤′

𝑙×𝑐 is separately

convolved with the input 𝑥 according to

𝑦𝑙[𝑖, 𝑗] =
𝑐∑︁

𝑘=1

ℎ′
𝑙∑︁

𝑛1=1

𝑤′
𝑙∑︁

𝑛2=1

𝑥[𝑖− 𝑛1, 𝑗 − 𝑛2, 𝑘]𝐹 [𝑛1, 𝑛2, 𝑘], (2.3)

where 𝑥[𝑎, 𝑏, 𝑐] is the element at position (𝑎, 𝑏, 𝑐) in 𝑥. Note that each 𝑦𝑙 is a rank

2 tensor. Stacking all of them together yields a rank 3 tensor. A more detailed

discussion on convolutional layers can be found in [11].

One thing to note here, however, is that the size of the filter F depends on the

number of input channels. We will make use of this later when we discuss pruning.

2.1.4 Residual Networks

Modern neural networks typically have tens, and even hundreds, of layers. Since

the gradient of the parameters of a layer is equal to the product of the gradients

at subsequent layers, the gradient for parameters of layers at the beginning of the

network usually tends to either vanish (i.e., approach 0) or explore (i.e., approach

∞). One way to mitigate the problem of vanishing gradients is to add residual

connections [16], which modify the output of the layer to be

𝑦 = 𝑓(𝑊 𝑇𝑥+ 𝑏) + 𝑥. (2.4)

20



2.2 Pruning

As discussed in the last chapter, moder neural networks typically have millions of

parameters, which makes it challenging to deploy them on small devices like mobiles

and tablets. Pruning aims to reduce the size of these networks by deleting neruon

connections in such a way that the performance drop of the network is minimal.

2.2.1 Definition

Let 𝜃 denote the parameters of a neural network. Each element of 𝜃 represents the

weight of single connection. Removing a connection is thus equivalent to mutliplying

its weight by 0. Let ℒ denote the loss function of the neural network. Pruning, in

its most general form, tries to find a mask 𝑀 ∈ {0, 1}|𝜃| that solves the following

optimization program:

minimize
𝜃,𝑀∈{0,1}|𝜃|

ℒ(𝜃 ⊙𝑀)

subject to 𝑓(𝑀) ≤ 𝛼,

(2.5)

where ⊙ is the element-wise Hadamard product, 𝑓 be some arbitrary, possibly non-

differentiable, function and 𝛼 is a known constant. Here 𝑓 represents the compu-

tational and space complexity of the neural network. For example, if we want to

compress the network by at least 50% (in terms of the space it occupies) we can let

𝑓 be the ℓ1-norm and 𝛼 to be equal to 0.5|𝜃|. Similarly, if we wanted to optimize for

speed, we could set 𝑓 to be the number of flops the network consumes (or the time it

takes) when it is pruned according to 𝑀 .

Traditionally, pruning techniques generally fall into two categories depending on

how 𝜃 and 𝑀 are optimized.

1. Offline pruning: In this case, we first simply only optimize for 𝜃. We then

fix 𝜃 and solve for 𝑀 . Next, we finetune our fixed network. This pruning-

finetuning procedure can be repeated for a number of iterations. This is depicted

in Figure 2-3. In this thesis, we will restrict ourselves to this offline pruning
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setting.

2. Online pruning: In this case, both 𝜃 and 𝑀 are optimized jointly.

A new category of pruning techniques are, however, also now emerging which, inspired

by the lottery ticket hypothesis, aim to optimize 𝑀 before 𝜃. This has the added

advantage of reducing the cost of training the network also.

Pretrained
network Prune Finetune

Figure 2-3: Offline pruning: The prune-finetune stage is repeated until the desired
level of sparsity is reached.

2.2.2 Budget Aware and Unaware Pruning Techniques

While in its more general form, pruning tries to reduce the size of a network such that

it respects a certain budget, many techniques instead follow the philosophy of simply

pruning the network as much as possible without caring for the budget [28]. We will

refer to these methods as budget unaware methods. On the other hand, budget aware

methods instead prune a given network according to the budget specified. We review

both of these methods in detail in Chapter 3.

2.2.3 Magnitude-Based Pruning

One simple technique used to prune networks is called magnitude-based pruning.

Magnitude-based pruning simply removes connections within the network with the

smallest weights. The intuition behind this is that connections with small weights

have a very small effect on the final output of the network. While simple, magnitude-

based pruning works well in practice.
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2.2.4 Filter Pruning in CNNs

One drawback of the vanilla magnitude-based pruning technique discussed in the

previous subsection is that it results in a sparse network. To fully exploit the sparsity

in the network for optimizing performance, we often need to resort to specialized

libraries, which is typically cumbersome. What we ideally need instead is to be able

to prune the original bigger dense network in such a way that we are left with a smaller

dense network. For convolutional neural networks, one approach used to achieve this

is filter pruning which was introduced in [29].

Recall that each convolutional layer is composed of a set of 𝐿 filters. Each of these

filters is a tensor of size ℎ′ × 𝑤′ × 𝑐. Instead of removing individual weight connec-

tions, filter pruning removes entire filters according to some metric. So, for example,

a magnitude-based filter pruning scheme would remove filters with the smallest mag-

nitude. We are, therefore, left with a subset of filters only. Note that this subset still

constitutes a dense convolutional layer albeit smaller.

Convolutional neural networks are typically composed of multiple convolutional

layers stacked together. The size of a filter in each layer depends on the number

of input channels, which in turn is equal to the number of output channels of the

previous layer. Hence, if we remove the 𝑖𝑡ℎ filter from layer 𝑙, we would need to delete

the 𝑖𝑡ℎ slice (along the third dimension) in each of the filters in layer 𝑙 + 1. This

phenomenon is depicted in Figure 2-4.

2.3 Reinforcement Learning

Reinforcement learning (RL) is a branch of machine learning that focusses on training

agents to maximize a numerical reward signal they receive when they interact with

an environment. The agent usually starts off in some initial state, takes an action

and transitions to a new state. Each state-action pair has a reward associated with it.

The reward captures how good the action that the agent took was in that particular

state. The agent’s goal is to discover state-action pairs that yield high reward. This

agent-environment interaction is depicted in Figure 2-5. One important point to note
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Figure 2-4: Filter pruning in convolutional neural networks: The above figures show
a subsection of a convolutional neural network. We wish to prune the filters marked
in red in the left figure. However, notice that the size of each filter in layer 4 is
dependent on the number of filters in layer 3. Therefore, as shown on the right, we
also remove the corresponding ‘slices’ from each filter in layer 4.

here is that actions may not just affect the immediate reward that the agent receives,

but may also affect its subsequent state and hence all of its subsequent rewards. A

comprehensive overview of reinforcement learning can be found in [43].

2.3.1 Markov Decision Processes

Mathematically, the notion of an environment is captured through a Markov Deci-

sion Process (MDP). A finite-horizon Markov Decision Process (MDP) ℳ is a tuple

(𝒮,𝒜, 𝑝, 𝑟, 𝛾, 𝑇 ), where 𝒮 ∈ R|𝒮| is a set of states, 𝒜 ∈ R|𝒜| is a set of actions,

𝑝 : 𝒮 × 𝒜 × 𝒮 ↦→ [0, 1] is the transition probability function (where 𝑝(𝑠′|𝑠, 𝑎) de-

notes the probability of transitioning to state 𝑠′ from state 𝑠 by taking action 𝑎),

𝑟 : 𝒮 × 𝒜 ↦→ R is the reward function, 𝛾 is the discount factor and 𝑇 is the time-

horizon. A trajectory 𝜏 = {𝑠1, 𝑎1, . . . , 𝑠𝑇 , 𝑎𝑇} denotes a sequence of states-action

pairs such that 𝑠𝑡+1 ∼ 𝑝(·|𝑠𝑡, 𝑎𝑡).
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Agent

Environment

actionstate, reward

Figure 2-5: Reinforcement learning setup: The agent starts is some state and takes
an action. The environment rewards the agent accordingly, and transitions it to a
new state.

The goal of an agent is to learn a policy about which action to take in each state.

Formally, a policy 𝜋 : 𝒮 ↦→ 𝒫(𝒜) is a map from states to probability distributions

over actions, with 𝜋(𝑎|𝑠) denoting the probability of taking action 𝑎 in state 𝑠. We

will sometimes abuse notation to write 𝜋(𝑠, 𝑎) to mean the joint probability of vis-

iting state 𝑠 and taking action 𝑎 under the policy 𝜋 and similarly 𝜋(𝜏) to mean the

probability of the trajectory 𝜏 under the policy 𝜋.

Let 𝑟(𝜏) =
∑︀𝑇

𝑡=1 𝛾
𝑡𝑟(𝑠𝑡, 𝑎𝑡) denote the total discounted reward of a trajectory. The

problem of RL is to find a policy 𝜋* that maximizes the expected total discounted

reward, i.e.,

𝜋* = argmax
𝜋

𝐽(𝜋) = E𝜏∼𝜋[𝑟(𝜏)]. (2.6)

2.3.2 Deep Reinforcement Learning

When dealing with large (possibly infinite) state and action spaces, it is often useful to

parameterize 𝜋 as a neural network. When the action space is discrete (i.e., there are

only a fixed number of actions that the agent can choose from), the neural network

can simply output a probability score for each action. When the action space is

continuous, then one common approach is to model 𝜋 as a Guassian distribution

𝒩 (𝜇𝜃(𝑠),𝜎𝐼), where 𝜇𝜃 : |𝒮| ↦→ |𝒜| is a neural network. 𝜎 ∈ ℛ|𝒜| is a trainable

vector and 𝐼 is the identity matrix. We will denote all of the parameters of 𝜋 with 𝜃.
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2.3.3 Policy Gradients

The policy gradients algorithm [48] finds 𝜋* through stochastic gradient descent. That

is, we update 𝜃 according to

𝜃 := 𝜃 +∇𝜃𝐽(𝜋𝜃). (2.7)

The gradient of 𝐽 with respect to 𝜃 can be shown to be

∇𝜃𝐽(𝜃) = ∇𝜃E𝜏∼𝜋𝜃
[𝑟(𝜏)] = E𝜏∼𝜋𝜃

[∇𝜃 log 𝜋𝜃(𝜏)𝑟(𝜏)]. (2.8)

The expectation in the above expression can be approximated using samples from 𝜋𝜃.

The policy gradients algorithm (also known as the REINFORCE algorithm) is given

as follows:

1. Intialize 𝜃 randomly.

2. Repeat until convergence:

(a) Sample a set of trajectories 𝒟 = {𝜏 (𝑖)}𝑚𝑖=1 from 𝜋𝜃.

(b) Estimate ∇𝜃𝐽(𝜋𝜃) ≈ 1/𝑚
∑︀𝑚

𝑖=1∇𝜃 log 𝜋𝜃(𝜏
(𝑖))𝑟(𝜏).

(c) Update 𝜃 := 𝜃 +∇𝜃𝐽(𝜋𝜃).

One problem with policy gradients is that we need to sample from 𝜋𝜃 each time

we update 𝜃. This is usually computationally expensive. What we would like to do

instead is to just sample from 𝜋𝜃 after, say, 𝐾 updates of 𝜃. This would, however,

require that we approximate the expectation in (2.8) from a distibution different than

𝜋𝜃. Let 𝜋𝜃 denote the distribution from which we draw samples. Then we can rewrite

the expectation as

E𝜏∼𝜋𝜃
[∇𝜃 log 𝜋𝜃(𝜏)𝑟(𝜏)] = E𝜏∼𝜋𝜃

[︂
𝜋𝜃(𝜏)

𝜋𝜃(𝜏)
∇𝜃 log 𝜋𝜃(𝜏)𝑟(𝜏)

]︂
. (2.9)

We can now approximate this using samples from 𝜋𝜃. This estimate, however, im-

proves when 𝜋𝜃 is closer 𝜋𝜃. To make use of this fact, trust region methods modify

the original problem by adding a constraint on the KL-divergence, 𝐷𝐾𝐿, betweent
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the two policies. The policy is updated each time according to

𝜋* = argmax
𝜋

E𝜏∼𝜋𝜃

[︂
𝜋𝜃(𝜏)

𝜋𝜃(𝜏)
𝑟(𝜏)

]︂
subject to 𝐷𝐾𝐿(𝜋𝜃||𝜋𝜃) ≤ 𝛿,

(2.10)

for some known constant 𝛿. The proximal policy algorithm (PPO) [41] makes a first

order approximation to this optimization problem. Specifically, it proposes to update

𝜋𝜃 by solving

𝜋* = argmax
𝜋

E𝜏∼𝜋𝜃

[︂
min

(︂
𝜋𝜃(𝜏)

𝜋𝜃(𝜏)
𝑟(𝜏), clip

(︂
𝜋𝜃(𝜏)

𝜋𝜃(𝜏)
, 1− 𝜖, 1 + 𝜖

)︂
𝑟(𝜏)

)︂]︂
, (2.11)

for some known constant 𝜖. Here clip bounds its first argument between the other

two. The objective function above essentially removes any incentive to move the

ratio between the two policies outside of the interval [1− 𝜖, 1 + 𝜖]. While a crude ap-

proximation, PPO usually performs comaprable to other more theoretically grounded

approaches such as trust region policy optimization (TRPO) [40].

2.3.4 Variance Reduction Methods

One problem with policy gradients method is that we we cannot compute the ex-

pectation E𝜏∼𝜋𝜃
[∇𝜃 log 𝜋𝜃(𝜏)𝑟(𝜏))] (we only focus on the vanilla case, but the same

discussion can easily be extended to the PPO setting), exactly for large state and

action spaces. We, therefore, need to resort to approximating it by drawing a limited

number of samples from 𝜋𝜃. The problem with this sampling-based method, however,

is that it usually has very high variance.

One method to reduce variance is to decompose this expectation over trajectories

into expectations over state-action pairs, as follows

E𝜏∼𝜋𝜃
[∇𝜃 log 𝜋𝜃(𝜏)𝑟(𝜏))] =

𝑇∑︁
𝑡=1

E𝑠𝑡,𝑎𝑡∼𝜋𝜃

[︃
∇𝜃 log 𝜋𝜃(𝑎𝑡|𝑠𝑡)

(︃
𝑇∑︁

𝑡′=1

𝑟(𝑠𝑡, 𝑎𝑡)

)︃]︃
, (2.12)

and to note that since because of causality future actions and states cannot affect
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previous ones, we can rewrite this expectation as:

𝑇∑︁
𝑡=1

E𝑠𝑡,𝑎𝑡∼𝜋𝜃

[︃
∇𝜃 log 𝜋𝜃(𝑎𝑡|𝑠𝑡)

(︃
𝑇∑︁

𝑡′=1

𝑟(𝑠𝑡, 𝑎𝑡)

)︃)︃

=
𝑇∑︁
𝑡=1

E𝑠𝑡,𝑎𝑡∼𝜋𝜃

[︃
∇𝜃 log 𝜋𝜃(𝑎𝑡|𝑠𝑡)

(︃
𝑇∑︁

𝑡′=𝑡

𝑟(𝑠𝑡, 𝑎𝑡)

)︃]︃
.

(2.13)

An approximation of the term on the right hand side using samples has a lower

variance than the one for the term on the left. The sum
∑︀𝑇

𝑡′=𝑡 𝑟(𝑠𝑡, 𝑎𝑡) is often

referred to as the reward-to-go.

Another method to reduce variance is to subtract a state-dependent baseline 𝑏

from the rewards.

𝑇∑︁
𝑡=1

E𝑠𝑡,𝑎𝑡∼𝜋𝜃

[︃
∇𝜃 log 𝜋𝜃(𝑎𝑡|𝑠𝑡)

(︃
𝑇∑︁

𝑡′=𝑡

𝑟(𝑠𝑡, 𝑎𝑡)

)︃]︃

=
𝑇∑︁
𝑡=1

E𝑠𝑡,𝑎𝑡∼𝜋𝜃

[︃
∇𝜃 log 𝜋𝜃(𝑎𝑡|𝑠𝑡)

(︃
𝑇∑︁

𝑡′=𝑡

𝑟(𝑠𝑡, 𝑎𝑡)− 𝑏(𝑠𝑡)

)︃]︃
.

(2.14)

The two expectations above are equal because we can show that

𝑇∑︁
𝑡=1

E𝑠𝑡,𝑎𝑡∼𝜋𝜃

[︃
∇𝜃 log 𝜋𝜃(𝑎𝑡|𝑠𝑡)

𝑇∑︁
𝑡′=𝑡

𝑏(𝑠𝑡)

]︃
= 0. (2.15)

A common baseline which works well in practice is the so-called value function given

as

𝑉 𝜋𝜃(𝑠𝑡) =
𝑇∑︁

𝑡′=𝑡

E𝑠𝑡′ ,𝑎𝑡′∼𝜋𝜃(·|𝑠𝑡)[𝑟(𝑠𝑡′ , 𝑎𝑡′)]. (2.16)

The value functions at two consecutive timesteps are related as follows

𝑉 𝜋𝜃(𝑠𝑡) ≈ 𝑟(𝑠𝑡, 𝑎𝑡) + 𝑉 𝜋𝜃(𝑠𝑡+1) (2.17)

where 𝑎𝑡 is sampled from 𝜋𝜃. In practice, 𝑉 𝜋𝜃 is usually parameterized as a separate

neural network with parameters 𝜑. This network is trained by gradient descent to
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minimize the following loss function

ℒ(𝜑) = ||𝑟(𝑠𝑡, 𝑎𝑡) + 𝑉 𝜋𝜃
𝜑 (𝑠𝑡+1)− 𝑉 𝜋𝜃

𝜑 (𝑠𝑡)||22. (2.18)

Both of these variance reduction methods usually result in significant improvements

in performance.

2.3.5 Constrained Markov Decision Processes

A Constrained MDP (CMDP) [2] ℳ𝑐 is a simple MDP augmented with a cost function

𝑐 : 𝒮×𝒜 ↦→ R and a budget 𝛼 ≥ 0. Let 𝑐(𝜏) =
∑︀𝑇

𝑡=1 𝛾
𝑡𝑐(𝑠𝑡, 𝑎𝑡) be the total discounted

cost of the trajectory 𝜏 . The constrained RL problem is to find a policy 𝜋* such that

𝜋* = argmax
𝜋

E𝜏∼𝜋[𝑟(𝜏)]

subject to E𝜏∼𝜋[𝑐(𝜏)] ≤ 𝛼.

(2.19)

As before, 𝜋 will be parameterized as a neural network with parameters 𝜃.

2.3.6 PPO-Lagrangian

One method to solve (2.19) was introduced in [44] which rewrites the original problem

as an unconstrained min-max problem on the Lagrangian function as follows.

min
𝜆≥0

max
𝜋𝜃

𝐽LAG(𝜆, 𝜋𝜃) = E𝜏∼𝜋𝜃
[𝑟(𝜏)]− 𝜆(E𝜏∼𝜋𝜃

[𝑐(𝜏)]− 𝛼)]. (2.20)

Here 𝜆 ∈ R is the Lagrangian multiplier. Note that as 𝜆 increases the solution to

(2.20) converges to that of (2.19). We can use the primal-dual optimization (PDO)

algorithm to solve this min-max problem. The PDO algorithm is as follows:

1. Initililize 𝜃 and 𝜆.

2. Repeat until convergece:
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(a) Update 𝜃 by gradient ascent using the current value of 𝜆:

𝜃 := 𝜃 + 𝛼1∇𝜃𝐽LAG(𝜆, 𝜋𝜃), (2.21)

where 𝛼1 is the learning rate for 𝜃.

(b) Update 𝜆 by gradient descent using the current value of 𝜃:

𝜆 := 𝜆+ 𝛼2∇𝜆𝐽LAG(𝜆, 𝜋𝜃), (2.22)

where 𝛼2 is the learning rate for 𝜆.

Note that we need to take gradients with respect to 𝜃 (2.21). As discussed earlier,

to do so would require drawing samples from 𝜋𝜃, which is compuationally expensive.

Therefore, we can instead replace 𝐽LAG with the PPO objective function, i.e.,

𝐽PPO
LAG (𝜆, 𝜋𝜃) = E𝜏∼𝜋𝜃

[︂
𝜋𝜃(𝜏)

𝜋𝜃(𝜏)
𝑟(𝜏)− 𝜆(E𝜏∼𝜋𝜃

[𝑐(𝜏)]− 𝛼)

]︂
, (2.23)

where 𝜋𝜃 is the distribution of which we have samples from. We will refer to the

modified PDO algorithm that optimizes this new objective as PPO-Lagrangian.

In this thesis, we will use the PPO-Lagrangian algorithm for pruning neural net-

works. We, however, also review additional techniques to solve the constrained RL

problem in (2.19) in Chapter 3.
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Chapter 3

Related Works

In this chapter, we review different pruning and constrained reinforcement learning

methods.

3.1 Pruning

Magnitude-based pruning is one of the oldest techniques for pruning neural networks.

This approach is based on the ‘magitude equals saliency’ principle and consequently

prunes neuron connections with the smallest magnitude. The intuition behind this

is that connections with small weights affect the output of the network the least.

One way to make this approach more effective is by adding a sparsity loss (e.g., ℓ1

regularization) while training the network. This would encourage the network to keep

most of its connections small. A recent extension of this approach called lookahead

pruning [26] argues that it is not enough to only look at the magnitude of each

connection separately. A connection with a large weight may also have a small affect

on the output if the neurons that it connects have smaller connections in the previous

and subsequent layers and vice versa. Consequently, it proposes a method to take

this additional information into account.

A more theorectically-grounded approach called optimal brain damage instead

analyzes the derivatives of the loss function of the network with respect to the weight

of each connection [24]. The idea behind this is to find the set of connections which
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result in the least change in the value of the loss function. In the most general case,

this problem is insoluble, so it instead introduces an approximation (specifically, that

the change in the loss resulting from the deletion of several different connnections is

equal to the sum of the changes in the loss when each of these connections is deleted

individually) that result in near-optimal solutions. An extension of this approach

is presented in [14]. However, one problem with this approach is that it requires

the second-order derivatives of the loss function with respect to the connections to

be computed which is often computationally expensive, especially for very large net-

works. An extension of this approach [9], instead proposes a layer-wise loss function.

For each layer, we prune connections that result in the least change in the value of the

loss function for that layer. This means that each layer can be pruned independently

and in parallel, which significantly speeds up the computational complexity of the

pruning process.

A more recent class of techniques poses the problem of pruning as a learning

problem. Usually, these approaches multiply the network weights with a mask vec-

tor, whose entries are restricted to be within 0 and 1. Mutliplying a weight with a

small value is essentially equivalent to removing that weight from the network. The

goal is then to find the mask vector that has most of its elements close to 0 and,

simultaneously, does not degrade the performance of the network much. Once the

best mask vector is found, connections for which the corresponding element in the

mask vector is small are simply removed from the network. There are two main ap-

proaches for learning this mask vector which we discuss below. One point to note

here, however, is that both of these approaches can be used in either online or offline

pruning setting.

The first approach treats the mask vector as a trainable parameter and directly op-

timizes it through gradient descent. The loss function for the mask vector is usuaully

a combination of two terms: the sparsity loss of the vector itself and an estimate

of the performance of the network (usually its loss function). An example of this

appproach is [13].

The second approach instead treats the mask vector as the output of a second
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neural network with its own set of parameters. The loss function for this network is

defined in a similar way as the first approach (i.e., a combinartion of the sparsity of the

mask vector and the original network’s performance). An example of this approach is

[30]. One work in this paradigm, which is also relevant to this thesis, is [17]. Instead

of having the second network predict the entire mask vector for each layer, we ask

it to predict a sparsity ratio for the layer. Each layer is then pruned according to

magnitude-based pruning upto predicted sparsity ratio. The main motivation behind

this work is that different layers have different impacts on the network’s performance

and computational and space complexity, and hence should be pruned differently.

Inspired by the observations made in [10], which introduced the lottery tickey

hypothesis, a new class of pruning methods have now emerged which aim to prune

deep neural networks even before they are trained on their relevant task. For example,

[27] prunes networks so that the initial loss does not change much. Another method

[46] instead tries to prune connections such that the gradient flow is preserved (or

increased). This is because a larger gradient flow essentially corresponds to faster

training.

One problem with the approaches discussed so far is that they do not offer a nat-

ural way to control the computational and space complexity of the pruned network.

Budget-aware techniques instead focus on pruning networks to respect specified bud-

gets on compuational and space complexities. The first work to introduce this concept

of a budget was [28], which proposed a variant of the log-barrier function to penalize

the network heavily if it violated the specified budget.

Pruning is just one of many techniques for network compression. Another tech-

nique for compression is known as knowledge distillation [19]. Instead of reducing

the orignal, deep network (called the “teacher”) by pruning connections, knowdledge

distillation trains another, smaller network (called the “student”) to mimic the output

of the teacher network.
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3.2 Constrained Reinforcement Learning

We now review different techniques for solving the constrained RL problem. The

framework for constraned MDPs, which was introduced in [2] is the de-facto frame-

work for constrained RL.

The primal-dual optimization algorithm presented in the previous chapter was

introduced in [44]. An extension of this work instead argues that the Lagrange mutli-

plier should be state dependent [6], and shows simple cases where a state-independent

formulation leads to suboptimal solutions. [50] formulates the problem of recommen-

dation in the constrained RL framework and adapts the primal-dual method to solve

it. However, since the problem of constrained RL is not convex, these primal-dual

algorithms need not converge. [34] shows that the constrained RL problem actually

has a zero-duality gap (under mild assumptions) and hence primal-dual algorithms

will, in fact, converge to the optimal solution.

Several other methods of constrained RL have also been proposed in literature. [1]

proposes one scheme, wherein for each update of the network, it constructs a trust-

region containing all feasible solutions (i.e., solutions that respect the constraints

specified), and then performs the update within that trust region only. [7] derives an-

other algorithm for this problem by using the Lyapunov method. An interesting work

is the one in [39] which translates the constraints on cumulative cost over the entire

trajectory into state-based constraints. It then proposes an algorithm to optimize

the policy so that it respects the constraints at each timestep. Other approaches to

constrianed RL include [49, 5, 33]. Constrained RL actually falls under the domain

of safe RL, where we are interested in training agents to respect safety constraints.

A more detailed review can be found in [35].
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Chapter 4

Proposed Methodology

In this chapter we present our methodolgy. We will follow the notation from Chapter

2.

As discussed previously, one of the problem with most pruning approaches is that

they offer no natural way to control the computational and space budget of the pruned

network. In most cases, the only way one can prune networks to respect arbitrary

budget requirements on, say, sparisty or the number of flops is through trial-and-error

(as discussed in the previous chapters). The few techniques that do allow the budget

to be controlled require 𝑓 to either be differentiable or fully specified [28, 17]. While

this can be done in the case of sparsity or even the number of FLOPs, it is obvioulsly

not possible to this for, say, inference time. Consider building an application that

involves mutliple deep neural networks and several other components interlinked with

one another. The application takes some sort of an input and produces an output.

The developer, primarily, is interested in bounding the inference time of these different

networks. This, however, is not possible with current pruning methods.

Recall that in constrained RL, the cost function can be non-differentiable. Fur-

thermore, we do not need pre-define the cost function. Instead, we only require the

ability to evaluate the cost function for different actions that the agent takes (in

this case, corresponding to, say, the inference time a pruned network requires, which

clearly is possible to compute). We, therefore, formulate pruning in the constrained

RL framework.
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4.1 Formulation

4.1.1 Constrained Markov Decision Process

In order to formulate our problem as a constrained RL problem, we need to first

define our constrained MDP (CMDP). Let 𝑔 = 𝑔𝐹 ∘ 𝑔𝑇 ∘ 𝑔𝑇−1 ∘ . . . 𝑔1 define a neural

network with 𝑇 convolutional layers, 𝑔1, . . . , 𝑔𝑇 followed by a few fully connected

layers collectively denoted as 𝑔𝐹 . We wish to prune 𝑔. Furthermore, let 𝜃𝑡 denote the

parameters corresponding to layer 𝑡. We define the key components of the CMDP as

follows:

1. State, 𝑠: Each convolutional layer corresponds to a single state. Similar to the

scheme in [17] each of these layers is represented by the following tuple:

(t, input channels, number of filters, kernel size, stride, padding)

where 𝑡 is the index of that layer and the remaining entries are the attributes

of a convolutional layer (as discussed in Chapter 2).

2. Action, 𝑎: We use two different representations for the action, which we discuss

in the next subsections. However, for both representations we end up with a

mask vector 𝑀𝑡 at each layer 𝑔𝑡. The lenght of this mask vector will be equal

to the number of filters for 𝑔𝑡, i.e., we recieve a scalar value between 0 and 1

inclusively for each filter. The filter weights are then simply multiplied by this

value. We will use 𝑀 to collectively denote the mask vectors for all layers.

3. Transition function: The agent always transitions from state 𝑔𝑡 to state 𝑔𝑡+1,

and so the transitions are fixed and independent of the agent’s actions.

4. Reward function, 𝑟: Let 𝐵 be a batch of input examples (uniformly) sampled

from the training dataset. We define the reward as follows:

𝑟(𝑠𝑡, 𝑎𝑡) =

⎧⎪⎨⎪⎩−ℒ(𝜃 ⊙𝑀) if 𝑡 = 𝑇

0 otherwise
(4.1)
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where ℒ is the loss function of the network evaluated on the batch 𝐵.

5. Cost function, 𝑐: Similarly the cost function is defined as

𝑐(𝑠𝑡, 𝑎𝑡) =

⎧⎪⎨⎪⎩𝑓(𝑀) if 𝑡 = 𝑇

0 otherwise
(4.2)

where 𝑓 is our constraint function evaluated on the batch 𝐵.

6. Budget, 𝛼: This the budget on 𝑓 we wish our pruned network to respect. For

example, if we want the network to be at least 30% sparse, then 𝑓 can be defined

to be the average of 𝑀 (assuming 𝑀 is binary) and 𝛼 to be 70%.

4.1.2 Action Representations

We now discuss two different representations for actions.

Coarse-grained strategy

In this case, the policy predicts a sparsity ratio for each layer. Filters in that layer

are then pruned using magnitude-based pruning upto the desired sparsity.

Fine-grained strategy

One problem with the coarse-grained strategy is that it relies on magnitude-based

pruning which is a greedy strategy. This leads to suboptimal solutions. We would

ideally like to allow the policy more control over which connections to turn and

turn off. However, since each layer may be very high dimensional (i.e., have too

many connections), predicting a separate mask value for each connection may be too

computationally expensive. Since we restrict ourselves to convolutional layers, we

instead predict one scalar value per filter. One obvious issue with this is at that the

number of filters may vary for each layer. To overcome this, at each timestep we have

the network predict a mask vector of length equal to the maximum number of filters

in any layer. We then simply ignore the extraneuous mask elements.
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One point to note here is that the policy outputs continuous values in the range 0 to

1. During training, when computing the reward, we simply multiply these continuous

values with their corresponding filter weights. To compute the cost, however, we

threshold these values so that we have a binary mask vector. Similarly, we also

threshold the values for evaluation once the policy has been trained.

4.2 Envrionment

As discussed previously, an agent primarily interacts with an environment. Environ-

ments generally provide the following interace to the agent [45] (in case of simple

reinforcement learning, the ‘cost’ is omitted):

next_state , reward , cost , done = environment ( ac t i on )

Here the agent feeds an action to the environment that it wants to take. The envi-

ronment executes that action and returns the agent with its next state alogn with a

scalar reward and a scalar cost for the action that was passed to it. In addition to

this, the environment also returns a ‘done’ flag, indicating if the maximum number

of timesteps is reached or if the simulation has ended (e.g., when the agent has been

killed).

We define our environment in a similar way. At the beginning, the environment

loads a pretrained network (e.g., VGG11). The agent is then fed the layer repre-

sentations of the first convolutional layer in the network (as defined in the previous

section). The agent then specifies an appropriate action (either a scalar or a vector

depending upon whether we are using the coarse-grained or fine-grained approach).

This action is then recorded and agent is then fed the next state. Once the agent

has finished predicting its actions for all convolutional layers, the network is pruned

accroding to the agent’s specified actions and finetuned on the training set (this is

the same training set that was used to pretrain the network). The accuracy of the

finetuned network is returned as the agent’s reward (the reward at all other timesteps

is 0). Similarly, the cost is also calculated and returned.

Figure 4-1 shows a visualization of the environment.
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Figure 4-1: A graphical visualization of the environment we construct. The environ-
ment consists of a pretrained network that we are interested in pruning. At timestep
𝑡, the policy outputs an action that specifies how the 𝑡𝑡ℎ convolutional layer should be
pruned. The environment executes this action, i.e., it prunes the layer accordingly.
It then returns the next state (i.e., layer (𝑡+ 1)𝑡ℎ specifications) and a reward and a
cost associated with the action that the policy just took.

4.3 Algorithm

Let 𝑑𝑎 be the dimension of the action (1 in case of coarse-grained strategy and equal

to the largest number of filters in any given convolutional layer in the network for the

fine-grained strategy). Also, let 𝑑𝑠 denote the dimension of the state vector (recall

that each state vector corresponds to a single layer).

We model our policy as a (diagonal) multivariate Gaussian distribution 𝒩 (𝜇𝜃,𝜎𝐼).

Here 𝜇𝜃 : R𝑑𝑠 ↦→ R𝑑𝑎 is a neural network with parameters 𝜃, 𝜎 ∈ R𝑑𝑎 is a trainable

vector and 𝐼 ∈ R𝑑𝑎×𝑑𝑎 is the identiy matrix (hence 𝜎𝐼 is the covariance matrix of
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the distribution). The network 𝜇𝜃 takes in as input a state vector 𝑠 provided by

environment and outputs a vector of dimension 𝑑𝑎. We then simply sample an action

from 𝒩 (𝜇𝜃(𝑠),𝜎𝐼) and feed it to the environment.

In parallel, we also train two other neural networks, 𝑉 𝑟
𝜑𝑟

: R𝑑𝑠 ↦→ R and 𝑉 𝑐
𝜑𝑐

:

R𝑑𝑠 ↦→ R with parameters 𝜑𝑟 and 𝜑𝑐. The reward value function has already been

discussed in Chapter 2. The cost value function is also defined similarly for the cost

function. Recall that having these networks helps us reduce variance.

We intialize our policy and value networks randomly and collect data from the

environment using the method described in the above. We will denote this data using

𝒟. Each data point is essentially a tuple (𝑠𝑡,𝑎𝑡, 𝑠𝑡+1, 𝑟, 𝑐) where 𝑠𝑡 and 𝑠𝑡+1 are the

states at time 𝑡 and 𝑡 + 1 respectively, 𝑎𝑡 is the action taken at time 𝑡 and 𝑟 and

𝑐 are the reward and cost recieved as a consequence of taking action 𝑎𝑡. We use

this dataset to update our parameters (discussed below). Furthermore, we initialize

our Lagrange multiplier 𝜆 with a fixed constant value and also update it using this

dataset. This entire process is repeated until convergence.

Recall that at each iteration, we are interested in optimizing (here we decompose

the expectation over trajectories into expecation over states and actions):

𝐽PPO
LAG (𝜆, 𝜋𝜃) =

𝑇∑︁
𝑡=1

∑︁
𝑠𝑡,𝑎𝑡∼𝒟

[︂
𝜋𝜃(𝑠𝑡,𝑎𝑡)

𝜋𝜃(𝑠𝑡,𝑎𝑡)
𝐽𝑟(𝑠𝑡,𝑎𝑡, 𝑠𝑡+1)− 𝜆(E𝜏∼𝜋𝜃

[𝐽 𝑐(𝑠𝑡,𝑎𝑡, 𝑠𝑡+1)]− 𝛼)

]︂
,

(4.3)

where

𝐽𝑟(𝑠𝑡,𝑎𝑡, 𝑠𝑡+1) =
𝑇∑︁

𝑡′=𝑡

𝑟(𝑠𝑡,𝑎𝑡)− 𝑉 𝑟
𝜑𝑟
(𝑠𝑡+1), (4.4)

and

𝐽 𝑐(𝑠𝑡,𝑎𝑡, 𝑠𝑡+1) =
𝑇∑︁

𝑡′=𝑡

𝑐(𝑠𝑡,𝑎𝑡)− 𝑉 𝑐
𝜑𝑐
(𝑠𝑡+1). (4.5)

All parameters are updated via to gradient descent. Specifically, the policy net-

work is updated according to:

𝜃 := 𝜃 − 𝛼1∇𝜃𝐽
PPO
LAG (𝜆, 𝜋𝜃), (4.6)
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and the Lagrange multiplier according to

𝜆 := 𝜆− 𝛼2∇𝜆𝐽
PPO
LAG (𝜆, 𝜋𝜃), (4.7)

where 𝛼1 and 𝛼2 are learning rates.

Furthermore, we define the loss for the reward value function network as:

ℒ𝑟 =
𝑇∑︁
𝑡=1

∑︁
𝑠𝑡,𝑎𝑡∼𝒟

||𝑟(𝑠𝑡, 𝑎𝑡) + 𝛾𝑉𝜑𝑟(𝑠𝑡+1)− 𝑉𝜑𝑟(𝑠𝑡)||22, (4.8)

and update its parameters according to:

𝜑𝑟 := 𝜑𝑟 − 𝛼3∇𝜑𝑟ℒ𝑟(𝜑𝑟), (4.9)

where 𝛼3 is the learning rate.

Similarly, we define the loss for the cost value function network as:

ℒ𝑐 =
𝑇∑︁
𝑡=1

∑︁
𝑠𝑡,𝑎𝑡∼𝒟

||𝑐(𝑠𝑡, 𝑎𝑡) + 𝛾𝑉𝜑𝑐(𝑠𝑡+1)− 𝑉𝜑𝑐(𝑠𝑡)||22, (4.10)

and update its parameters according to:

𝜑𝑐 := 𝜑𝑐 − 𝛼4∇𝜑𝑐ℒ𝑐(𝜑𝑐), (4.11)

where 𝛼4 is the learning rate.

4.4 Implementation Details

In this section, we summarize some of the different techniuqes we used to speed up

and stabilize the learning process.

Firstly, as discussed in Chapter 2, in offline pruning, once the network has been

pruned, it is usually finetuned for a certain number of iterations. Therefore, ideally

we would like to finetune the network before computing the policy’s reward. However,
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finetuning repeatedly is computationally expensive. So instead we adopt a finetuning

schedule. In the beginning, when the policy is random and not good, we finetune the

network less. Once the policy starts improving, we start finetuning more. Specifically,

we employ a staircase-like schedule, where we divide our total number of iterations

into a fixed number of equal intervals. In each interval, we finetune the network for

a constant number of iterations.

Secondly, in practice, we normalize our rewards and cost values with a running

mean and standard deviation which is continually updated as more data is collected.

Furthermore, we also normalize the state vector in the similar way. Normalization

has known to improve stability in practice..

Thirdly, for the coarse-grained strategy we generally clip the action to a value less

than 1. This is because, initially, when the policy is not so good, it tends to take

large random actions which result in entire layers being pruned. This then results

in the policy receiving very low rewards, and hence it is not able to learn anything

useful. So to prevent this we clip the action’s value, similar to as in [17].

4.5 Extending to Online Pruning Settings

In this thesis, we restrict ourselves to the offline setting only. However, note that

our method can easily be used in online settings, with any modifications. In the

online setting, we would simply start out with a randomly intialized network we wish

to prune, instead of a pretrained one. Then we would simply train this network in

conjunction with all of the other networks described above.
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Chapter 5

Experiments

5.1 Experimental Settings

We experiment with three different neural networks: VGG11, VGG16 and VGG19 [42].

We pretrain each of these networks on the CIFAR-10 dataset [23]. The hyper-

paramters for pretraining are summarized in Table 5.1. This dataset contains 60, 000

colored images (therefore, three input channels) of size 32×32 belonging to 10 differ-

ent classes. The accuracy of these networks on this dataset are summarized in Table

5.2.

Table 5.1: Hyperparameters for pretraining networks.

VGG11 VGG16 VGG19
Optimizer Adam Adam Adam
Learning Rate 3.0× 10−4 3.0× 10−4 3.0× 10−4

Iterations 35,000 50,000 60,000
Batch Size 60 60 60

Table 5.2: Accuracy of pretrained networks.

VGG11 VGG16 VGG19
CIFAR-10 89.23 90.69 90.59
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5.2 Implementation Details

Table 5.3: Hyperparameters for coarse and fine-grained strategies. For neural network
architectures we report the number of hidden units in each layer. All hidden layers
use the tanh activation function, whereas the output layer uses a sigmoid.

Coarse-Grained Fine-Grained
Policy, 𝜋𝜃

Architecture
Policy Network 64, 64 64, 64
Value Network 64, 64 64, 64
Cost Value Network 64, 64 64, 64

Batch Size 64 64
PPO Target KL 0.01 0.01
Optimizer Adam Adam
Learning Rate 3× 10−4 3× 10−4

Reward-GAE-𝛾 0.99 0.99
Reward-GAE-𝜆 0.95 0.95
Cost-GAE-𝛾 1.00 1.00
Cost-GAE-𝜆 1.00 1.00

Lagrangian, 𝜆
Initial Value 1.0 1.0
Learning Rate 0.1 0.1

Pruning Environment
Batch Size 20,000 20,000
Finetuning Schedule 0,32,128 0,32,128
Initial Action Clip Value1 0.8/0.9 -
Action Clip Gradient 0.05 -

Timesteps 40,000 40,000

1Values are for 𝛼 = 20 and 10 respectively

We model our policy as a (multivariate) Gaussian distribution 𝒩 (𝜇𝜃, 𝜎) where 𝜇𝜃

is a neural network parameterized by 𝜃 and 𝜎𝜑 is a trainable parameter. We feed each

state into 𝜇𝜃 and then sample an action from the resulting distribution.

For the coarse-grained approach, the policy outputs a single scalar value while for

the fine-grained approach it outputs a mask of length equal to the maximum number

of filters in any layer of the network we wish to prune (in all of the three networks

that we prune, this is equal to 512.)

The exact hyperparameter settings are summarized in Table 5.3. We elaborate on
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some of the rows in more detail below.

As discussed in the previous chapter, offline pruning techniques typically finetune

a network after pruning it. However, finetuning is expensive, so instead we use a

schedule in which we finetune less in the beginning and more towards the end. This

schedule is defined as follows: we divide the total number of timesteps (i.e., the steps

that the agent takes in the environment) into equal number of intervals. During each

interval, we finetune for a fixed number of iterations. So, for example, as reported

in Table 5.3, for the coarse-grained strategy we divide the total number of training

iterations into three intervals. For the first interval, we do not finetune the network

to compute the accuracy. For the second and third intervals, we finetune for 32 and

128 iterations before computing the network’s accuracy.

One problem that we noticed in the case of the coarse-grained strategy was that in

the beginning when the policy is not so good, it tends to prune away all of the filters

in each layer (in a bid to reduce its cost maximally). This prevents any meaningful

learning from happening. To remedy this, we clip the value of the action that the

policy takes (recall that the action is equal to the sparsity ratio). This value at which

we clipped is then increased linearly throughout training (the gradient reported in

the tables controls the increase in this value per timestep). Specifically, at timestep

𝑡, the value at which the action is clipped is computed as

action clip value = initial action clip value +
𝑡

𝑇
× action clip gradient (5.1)

where 𝑇 is the total number of timesteps.

Finally, our implementation is based on the stable baselines library [18] which

implements several deep reinforcement learning algorithms using PyTorch [32]. We

use W&B [3] to manage and visualize our experiments.
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5.3 Baseline

We use magnitude-based pruning with the same pruning ratio for each layer as our

baseline. Specifically, given a sparsity budget 𝛼 we simply prune away 𝛼% of the

connections in each layer. This ensures that the final network respects the specified

budget. We then finetune the pruned network and report its accuracy on the test set.

5.4 Results and Discussion

We report our results in Tables 5.5 to 5.8. To compute the final accuracy, we finetune

the pruned VGG11, VGG16 and VGG19 networks for 25, 000, 35, 000 and 40, 000

iterations respectively. Recall that for the fine-grained approach the policy predicts

a scalar value in the range of 0 to 1. For evaluation, we threshold this value at 0.5.

One interesting phenomenon to notice is here is that the coarse-grained approach,

in general, works better than the fine-grained one. We hypothesize that this is because

the solution space of the fine-grained approach is much larger than that of the coarse-

grained, which makes the optimization problem much harder to solve.

We also include our training graphs in Figures 5-1 to 5-12 that track the reward,

cost, Lagrange multiplier (𝜆) and the mean of the actions that the agent took. The

x-axis corresponds to the number of timesteps that the agent has taken in the envi-

ronment.

In the figures, note that the reward often follows a staircase-like pattern. This is a

direct conseuqence of employing a finetuning schedule. As the number of finetuning

interations increase, the network’s accuracy too starts to increase. Note that the

reward is equal to the network’s accuracy on a batch of data sampled from the training

set. Furthermore, note that the Lagrange multiplier initially increases as long as

the agent violates the specified budget. Once the agent’s cost decreases to below

the specified budget, the Lagrange multplier begins to decrease. Finally, note the

oscillation in mean of the agent’s action at different timesteps. This oscillation is

desirable, since it indicates that the agent is taking different actions at each timestep,
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and hence at each layer. In other words, this indicates that the agent is focussing on

finding the optimal pruning strategy for each layer individually.
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Table 5.4: Results for VGG11 for 𝛼 = 20. Unpruned accuracy is 89.23%.

Final sparsity (%) Final accuracy (%)
MP (baseline) 80.00 85.50
Coarse-grained 83.48 89.11
Fine-grained 83.29 86.47

Table 5.5: Results for VGG11 for 𝛼 = 10. Unpruned accuracy is 89.23%.

Final sparsity (%) Final accuracy (%)
MP (baseline) 90.00 83.80
Coarse-grained 90.75 88.09
Fine-grained 96.89 76.61

Table 5.6: Results for VGG16 for 𝛼 = 20. Unpruned accuracy is 90.69%.

Final sparsity (%) Final accuracy (%)
MP (baseline) 80.00 88.40
Coarse-grained 83.81 90.96
Fine-grained 78.24 89.55

Table 5.7: Results for VGG16 for 𝛼 = 10. Unpruned accuracy is 90.69%.

Final sparsity (%) Final accuracy (%)
MP (baseline) 90.00 87.10
Coarse-grained 92.90 89.89
Fine-grained 90.65 87.89

Table 5.8: Results for VGG19 for 𝛼 = 20. Unpruned accuracy is 90.59%.

Final sparsity (%) Final accuracy (%)
MP (baseline) 80.00 88.40
Coarse-grained 83.48 91.06
Fine-grained 87.59 90.04

Table 5.9: Results for VGG19 for 𝛼 = 10. Unpruned accuracy is 90.59%.

Final sparsity (%) Final accuracy (%)
MP (baseline) 90.00 86.90
Coarse-grained 92.31 91.31
Fine-grained 77.95 90.62
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Figure 5-1: Training graphs for coarse-grained strategy on VGG11 for 𝛼 = 20.

Figure 5-2: Training graphs for fine-grained strategy on VGG11 for 𝛼 = 20.
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Figure 5-3: Training graphs for coarse-grained strategy on VGG11 for 𝛼 = 10.

Figure 5-4: Training graphs for fine-grained strategy on VGG11 for 𝛼 = 10.
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Figure 5-5: Training graphs for coarse-grained strategy on VGG16 for 𝛼 = 20.

Figure 5-6: Training graphs for fine-grained strategy on VGG16 for 𝛼 = 20.
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Figure 5-7: Training graphs for coarse-grained strategy on VGG16 for 𝛼 = 10.

Figure 5-8: Training graphs for fine-grained strategy on VGG16 for 𝛼 = 10.
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Figure 5-9: Training graphs for coarse-grained strategy on VGG19 for 𝛼 = 20.

Figure 5-10: Training graphs for fine-grained strategy on VGG19 for 𝛼 = 20.
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Figure 5-11: Training graphs for coarse-grained strategy on VGG19 for 𝛼 = 10.

Figure 5-12: Training graphs for fine-grained strategy on VGG19 for 𝛼 = 10.
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Chapter 6

Conclusions and Future Work

In this thesis, we first formulated pruning in the framework of constrained Markov

decision processes and then proceeded to use constrained reinforcement learning al-

gorithms to solve it. Unlike previous works, our approach can prune deep neural

networks upto arbitrary pre-defined budgets on functions that need not be differen-

tiable or fully specified. Furthermore, we carried out experiments to demonstrate the

effectiveness of our approach.

Several extensions of this work are possible. First, we only tested our method

with constraints on sparsity. Future works can focus on testing this method on other

constraints (such as those on inference time or number of flops). Second, we only

used one constrained reinforcement learning algorithm. Future works can explore

more recent and state-of-the-art algorithms. Finally, as noted in Chapter 5, the

coarse-grained approach tends to work better than the fine-grained approach, which

we hypothesize is because the solution space of the latter is much larger than that

of the former. Future works can also focus on making the optimization in the larger

solution space of the fine-grained approach more efficient.
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